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Artificial Intelligence v. Personal Data

Abstract: The world is constantly changing under the influence of new technologies. Arti-
ficial intelligence systems are currently used in many areas of human activity. Such systems 
are increasingly assigned the tasks of collecting and analysing personal data. The areas suc-
cessfully using AI include transport, medicine, trade, marketing, and others. The number of 
these areas increases proportionally with the advancement of technology. We can process 
vast amounts of data and analyse it using IA. It is, of course, big data that sits at the heart of 
AI. As computing systems generally have grown in power and capacity, data consumption 
has grown exponentially. 
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Introduction

Personal data protection is one of the most sensitive challenges faced by contemporary legal 
science, arising from the extraordinary technological advancement that occurred in the last 
decades. The article is devoted to the issue of AI v. Personal Data. The development of new 
technologies creates new challenges and threats. One of the most interesting examples is 
the creation of AI systems focused on permanent self-development. For this purpose, they 
use various data types, including personal data. The regulation of AI is one of the significant 
challenges faced by the EU (Schreiber, 2020). Most researchers focus on the substantive scope 
of AI regulation, including state law, soft law and ethical norms. When we add AI, big data and 
machine learning into that equation, it is clear that we must be ready for change. Companies 
that work with these technologies will get a competitive edge, and those that ignore them, 
no matter what industry they operate in, will face the risk of extinction (Buyers, 2018). 
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However, the issue of new technologies also means threats. In an increasing number of 
portals, we are greeted by virtual assistants who obtain information about us. For private 
individuals, the greatest threat may be the automation of people’s work by AI mechanisms. It 
is about so-called phishing, i.e., extracting confidential data from users on the web. So far, it 
has been done by another human being. Today, AI is so reliable that it does not need people. 
The advantage of artificial intelligence is that it can conduct millions of such conversations 
simultaneously using chats or e-mails. AI successfully steals data while it seems we are 
talking to a human. 

There are many concerns and questions around AI, but a more pressing concern relevant 
to today is the protection of personal data (Marszałek-Kawa & Plecka, 2019). These technolo-
gies are becoming widespread, and the amount of data collected is increasing in variety and 
volume. Data collected from various sources is being used to develop AI using machine 
learning and deep learning algorithms, and as a result, data has become the food for AI. 

The issues raised required an analysis of the content and evaluation of the literature 
on the subject (the application of the desk research technique) and selected acts of EU 
and Polish law, covering three basic issues: the concept of personal data, artificial intel-
ligence – application and perspectives, AI subject to the General Data Protection Regulation 
(GDPR). It is important to develop technologies under the law, GDPR, and democracy 
(Marszałek-Kawa, 2019).

Legal Basis

On February 19, 2020, the European Commission published a „White Paper on Artificial 
Intelligence – A European approach to excellence and trust (the White Paper) (Brussels, 
19.2.2020 COM(2020) 65 final). The document underlines that AI is developing fast. It will 
change our lives by improving healthcare, increasing farming efficiency, contributing to 
climate change mitigation and adaptation, increasing the security of Europeans, and in many 
other ways that we can only begin to imagine. At the same time, AI entails many potential 
risks, such as opaque decision-making, gender-based or other kinds of discrimination, 
intrusion into our private lives or being used for criminal purposes. Against a background 
of fierce global competition, a solid European approach is needed, building on the Euro-
pean strategy for AI. To address the opportunities and challenges of AI, the EU must act as 
one and define its own way, based on European values, to promote the development and 
deployment of AI.

As digital technology becomes an ever more central part of every aspect of people’s 
lives, people should be able to trust it. Trustworthiness is also a prerequisite for its uptake. 
It is a chance for Europe, given its strong attachment to values and the rule of law and its 
proven capacity to build safe, reliable, and sophisticated products and services. However, do 
we trust this computer? „Trust this computer?” is the question that iTunes asks when a user 
connects an iPhone to a PC before initiating data transfer. It is a very good question because 



CEEOL copyright 2023

CEEOL copyright 2023

Artificial Intelligence v. Personal Data 185

„trust” is the fundamental feeling behind entrusting someone with something that belongs 
to you. But how can an individual trust a system or AI? We believe the best way to create this 
trust is to establish clear regulations protecting personal data (Sobczak et al., 2022).

Data protection principles and rules are not barriers against AI and big data and can be 
used by people working in these fields as guidance to increase data security, data quality and 
data volume/variety by gaining the trust of individuals. Therefore, a legislative framework 
on personal data is a must for the controlled development of these technologies.

Poland, with a population of almost 40,000,000 and over 28,000,000 internet users, is 
a big personal data market. Many people work on these technologies, which require a legal 
framework for processing personal data. There is no specific legislation on big data or 
AI in Poland. Most informed citizens probably know by now that corporations, using AI, 
collect information about them, but they may well be unaware of the extent and scope of 
widespread invasions of privacy. Many may be away from tracking tools called “cookies”, 
which are installed on one’s computer by websites. They are used to identify the person and 
to remember his or her preferences (Etzioni, 2015).

The principles of personal data protection have been regulated under Polish law in 
several legal acts. The fundamental act which stipulates the protection of personal data 
is the Constitution of the Republic of Poland of 2 April 1997. The right to personal data 
protection is a unique legal construct intended to protect the values referred to in Article 
47 of the Constitution of the Republic of Poland. The Constitution provides that everyone is 
entitled to the legal protection of their private life, family life, honour, and reputation, as well 
as the right to decide on their personal life. In the relevant literature, the individual’s right 
to protect their personal data is called “information autonomy”. The right to the protection 
of personal data is categorically associated with the right to privacy, recognising it as its 
unique form (Nowikowska, 2018). 

Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 
2016 on the protection of natural persons with regard to the processing of personal data 
and the free movement of such data, and repealing Directive 95/46/EC (The General Data 
Protection Regulation) (GDPR), is also of fundamental importance in this regard. The 
issue of personal data is also governed by the Act of 10 May 2018 on personal data protec-
tion, which repealed several provisions of the former Act, and introduced new ones, which 
regulate, inter alia, the status of the President of the Personal Data Protection Office, as 
well as the procedure for initiating and conducting proceedings in connection with the 
infringement of personal data in the common courts, and the Act. The group of legislative 
acts regulating the principles of personal data processing in cyberspace also includes the 
Act on the National Cybersecurity System.

According to Article 1 of the GDPR, the EU legislators, when determining the adoption 
and application of uniform solutions for the processing of personal data in all EU Member 
States, pursue two equally important objectives: first, they protect the fundamental rights 
and freedoms of natural persons, and in particular, the right to the protection of their 
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personal data; and second, they ensure the free transfer of personal data between Member 
States (Nowikowska, 2021).

Personal data under GDPR is regarded as any personal information relating to a natural 
person. Whether private, professional, or part of public life, it is considered personal data. 
This data includes anything that could be used to identify an individual, either directly 
or indirectly, even where that data is considered generalised (Gobeo et al., 2018). Some 
categories are a person’s name, identification numbers such as a social insurance number, ID 
number, age, location, physical, mental, genetic, sexual orientation, medical records, email, 
social, and more (Walters et al., 2019). It should be emphasised that no comprehensive list 
of categories is given within the GDPR. The broad range of data sources becomes especially 
relevant where profiling of data is used. Personal data covering all these categories can 
provide comprehensive insight into a given individual (Voigt & Bussche, 2017). 

In European Union, the GDPR protects personal data regardless of the technology 
used for processing that data – it is technology neutral and applies to both automated and 
manual processing, provided the data is organised under pre-defined criteria. It also does 
not matter how the data is stored – in an IT system, through video surveillance, or on paper. 
In all cases, personal data is subject to the protection requirements set out in the GDPR 
(Chałubińska-Jentkiewicz & Nowikowska, 2021).

There is an overused refrain, which is often heard when data protection is broached: 
“I have nothing to hide, there is nothing interesting about me”. Alternatively: “If you have 
nothing to hide, then you have nothing to fear”. That implies that only “bad people”, criminals 
or terrorists have something to fear from the analysis and the exposure of their private 
information. It also implies that the only people who can justify the desire for privacy are 
those same “bad people” (Gobeo et al., 2018). 

Ultimately, privacy is sacrificed by the individual in exchange for not being labelled as 
“bad”. The dangers inherent in surveillance, through collecting and using personal data, are 
mitigated only when the individual behaves unthreateningly. It is constructed as complying 
with the status quo, or at the very least, to keep dissent hidden and unspoken. It applies 
equally in politics, commerce, and the social sphere. 

Artificial Intelligence and Privacy – Issues and Challenges

This article serves as an introduction to a broader conversation regarding information pri-
vacy and AI. This resource aims to: provide a high-level understanding of AI and its uses in 
the public sector and highlight some of the challenges and opportunities that AI presents 
in relation to information privacy.

In October 2018, a Personal Data Protection Commissioners conference was held in Brus-
sels. The assumption was to establish rules regarding GDPR and artificial intelligence. They 
include (1) transparency, (2) purpose limitation, (3) data minimisation, (4) accountability, 
(5) Privacy by Design. It should be remembered that artificial intelligence uses databases 
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and learns from their analysis. Hence, there is a need to comply with the provisions of the 
GDPR, including storage limitation and minimisation. In addition to basic data, AI can also 
process biometric data. According to the GDPR, such action is prohibited. The exception is 
the user’s explicit consent or the legal provision that authorises the administrator. Regardless 
of the type of data stored, we must keep it secure and confidential. The topic of artificial 
intelligence is current and extremely important from the point of view of personal data 
protection in the context of rapid technological development, which aims to revolutionise 
the reality that surrounds us.

This issue has recently been brought to attention by the British data protection author-
ity – Information Commissioner’s Office (ICO). Its guide indicates the most important 
issues linking artificial intelligence systems with the law on the protection of personal 
data and is also an attempt to find an answer to the question of how to safely and legally 
combine these two sometimes contradictory issues. The ICO guide indicates the need for data 
minimisation and privacy protection techniques when creating or introducing AI systems 
for their activities. The British authority emphasises that the first contradiction between the 
creation of artificial intelligence systems and the law on the protection of personal data is 
the scope of the collected data. As indicated by the authority, AI systems need huge amounts 
of data for proper operation and development, while the GDPR rules on the adequacy and 
minimising the scope of data processed. Therefore, at the very beginning, data controllers 
are faced with difficult requirements because it is their responsibility to demonstrate the 
necessity of a specific scope of data. Compliance with these principles must be case-specific. 
However, AI developers may use certain known techniques when developing their systems 
(Jakubik & Świętnicki, 2020).

The five principles of the GDPR are the guiding ethical intentions underpinning the 
legislation. The principles set forth the vision for data protection going forward. 

(1) Transparency 

The GDPR requires that all personal data processing be done in a lawful, fair, and transpar-
ent matter. It means that the legality of the basis, that is the reason for the processing, must 
be stated and documented clearly and transparently, and to which the data controller will 
be held accountable. Our current understanding of information privacy rests on the ability 
of individuals to exercise choices regarding the information others have about them and 
what is done with it. However, AI’s complexity can mean that processes are unclear to indi-
viduals whose information is being used, making truly informed and meaningful consent 
unattainable. For instance, deep learning techniques can pose challenges to transparency, 
as providing an explanation about how conclusions are drawn can sometimes be difficult, 
even for those initially developing the algorithms, let alone the average individual. Organisa-
tions will struggle to be transparent in their AI practices or to obtain consent if they cannot 
communicate the processes to citizens. This tripartite principle is extremely important as 
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it underpins all the other principles and rights within the GDPR: lawfulness, transparency 
and fairness (Gobeo et al., 2018). 

(2) Purpose Limitation

The GDPR clarifies the circumstances under which personal data may be processed by 
highlighting areas that have often been ignored. The collection of personal information 
should be limited to only what is necessary. Personal information should only be collected 
by lawful and fair means and, where appropriate, should be collected with the knowledge 
or consent of the individual. Personal data must only be processed for the original purposes 
for which it was collected. It must be collected for a specific and explicit purpose, and that 
purpose must have a lawful basis which forms the only reason upon which that data may 
be processed (Gobeo et al., 2018). The purpose of collecting personal information should 
be specified to the individual at the time of collection. It means that personal information 
should only be used or disclosed for the purpose it was collected unless there is consent 
or legal authority to do otherwise. The underlying goal of these intertwined principles is 
to minimise the amount of information an organisation holds about an individual and to 
ensure that the way the information is handled is consistent with the expectations of that 
individual. 

The ability of AI to extract meaning from data beyond what it was initially collected for 
presents a significant challenge to this principle. In some cases, organisations may not know 
how AI will use the information in the future. There is a risk of excessive data collection 
beyond what is necessary ‘just in case’, using overly broad collection notices. This kind of 
practice allows organisations to claim technical compliance with their privacy obligations, 
but it is disingenuous and inconsistent with the underlying goal of the collection limitation 
principle. Further, it undermines the ability of individuals to exercise meaningful control 
over their personal information.

AI’s basic task is to develop and improve adequate action planned by the creator. The 
functions of artificial intelligence and machine learning may cause the processing of personal 
data to take place in various ways and are also used for purposes other than those for which 
the solutions were originally programmed. It may result in a complete loss of control of 
personal information. The issue of control and audit is also important. It may prove difficult 
to carry out controls and audits. The complexity of some algorithms that are the building 
blocks of AI solutions will require research with the participation of competent people. 
Artificial intelligence creators will also need to maintain their know-how and trade secrets, 
which may hinder the commonly accepted practice of periodic system operation checks.
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(3) Data Minimisation 

The personal data collected should be only that data which is adequate, relevant and limited 
to what is necessary for the specific purpose stated. Governance and oversight are champi-
oned in information privacy law to ensure appropriate structures are in place that prevent 
a power imbalance between citizens and government. Minimisation means collecting only 
the data that can be used for specified purposes. Many businesses collect far more than 
is required, believing that it may become useful one day. The GDPR requires controllers 
to demonstrate the need for collecting and processing personal data and where that need 
cannot be demonstrated as non-compliant (Gobeo et al., 2018). 

Machine learning is the most commonly used artificial intelligence operation. People 
responsible in organisations for risk management and compliance of AI systems should be 
aware of such techniques and be able to implement appropriate solutions with IT depart-
ments. The default approach of data scientists in designing and building AI systems does 
not necessarily consider the constraints of data minimisation. Organisations, therefore, 
need to implement appropriate risk management practices to ensure that, by design, data 
minimisation requirements and all relevant minimisation techniques are fully taken into 
account (Jakubik & Świętnicki, 2020).

(4) Accountability

Whereas the former Data Protection Directive did not explicitly emphasise accountability, 
the GDPR introduces the general principle of accountability in art. 5 sec. 2. This article 
imposes the responsibility for the compliance of processing with the GDPR and the bur-
den of proof for said compliance onto the controller. Thus, the principle of accountability 
consists of two elements: 1) the responsibility of the controller to ensure compliance with 
the GDPR and 2) the controller’s ability to prove compliance to Supervisory Authorities 
(Voigt & Bussche, 2017).

The creation, use and maintenance of internal policies and procedures designed to assist 
in organisational compliance is a key tool in achieving and demonstrating the accountability 
principle. These policies and procedures aim to protect personal data and minimise the risk 
of data breaches. The GDPR describes the rights afforded to the individual in the new era 
of data that can also be used in the AI environment. 

(5) Privacy by Design 

“Privacy by Design” means “data protection through technology design”. It means that data 
protection in data processing procedures is best respected when it is already integrated with 
the technology at the time of creation. The legislation leaves it open to what exact protective 
measures should be taken. For example, we can indicate encryption and anonymisation of 
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data as possible protective measures, and user authentication. When selecting individual 
cases, one must ensure that state-of-the-art and reasonable implementation costs are in-
cluded. The concept of Privacy by Design (art. 25 sec. 1 GDPR) is based on the realisation 
that the conditions for data processing are fundamentally being set by the soft and hardware 
used for the task. When creating new technology, developers and producers shall be obliged 
to keep data minimisation in mind. Examples include IT systems directed towards data 
minimisation and comprehensive and timely pseudonymisation of personal data (Voigt 
& Bussche, 2017).

In addition to the named criteria, the type, scope, circumstances and purpose of the 
processing must be considered. It must be contrasted with the various probability of occur-
rence and the severity of the risks connected to the processing. The text of the law leads one 
to conclude that several protective measures must often be used with one another to satisfy 
statutory requirements. This consideration is already performed in an early development 
phase when setting technology decisions. Recognised certification can serve as an indicator 
to authorities that the persons responsible have complied with the statutory requirements 
of “Privacy by Design”.

Artificial Intelligence in the Public Sector

While AI technology development is driven mainly by industry and academic research, AI 
applications and development are also relevant to the public sector. The government already 
uses AI in many areas, but it stands to benefit from the further adoption of these technolo-
gies. Further, the government has a significant role in shaping how AI technologies impact 
citizens’ lives through regulation, policy, and best practices. It is important that the govern-
ment is not left behind as the private sector steams ahead – this means taking a proactive, 
dynamic and informed approach to technology and its interaction with law and society. In 
the short term, AI applications have the potential to be immensely useful in increasing the 
efficiency of established government processes such as answering questions, filling out and 
searching documents, routing requests, translating, and drafting documents. As an example, 
the use of chatbots to provide customer service and advice to individuals already occurs in 
some of the larger European government organisations1. 

Concluding Remarks

Artificial intelligence methods are not perfect, but they are promising. In many areas of 
our lives, AI has started to appear – but is it wrong? Thanks to the existence of, among oth-
ers, GDPR, we have certain rules, obligations and rights regarding personal data. Artificial 

1 https://privacyinternational.org/sites/default/files/styles/middle_column_cropped_large_1x/
public/2020–06/john-noonan-QM_LE41VJJ4-unsplash.jpg?itok=9-IYrnW_
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intelligence, used under the law, can be very useful in our lives – we can already see its 
amazing application, for example, in the medical industry. To sum up – personal data is 
slowly becoming a currency – this is a fact. Therefore, we should be careful about enter-
ing personal information and what we consent to on the Internet. With the careful use of 
artificial intelligence methods, we can calmly take advantage of its advantages. There is 
much research on the emergence of a „privacy paradox”, in which people express concern 
for their privacy but, in practice, continue to willingly contribute their information via the 
systems and technologies they use.
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